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Introduction to Mean Field Games (MFG)

Mean Field Games models a differential symmetry game with infinite
number of players.

It was first introduced by two parallel works:

P.L. Lions and J.M. Lasry:

Jeux à champ moyen. I. Le cas stationnaire. C. R. Math. Acad.
Sci. Paris 343 (2006), no. 9, 619-625.
Jeux à champ moyen. II. Horizon fini et contrôle optimal. C. R.
Math. Acad. Sci. Paris 343 (2006), no. 10, 679-684.
Mean field games. Jpn. J. Math. 2 (2007), no. 1, 229–260.
In Cours au Collège de France. www.college-de-france.fr.

M. Huang, R.P. Malhamè and P.E. Caines:

Large population stochastic dynamic games: closed-loop
McKean-Vlasov systems and the Nash certainty equivalence
principle. Communication in information and systems (2006). Vol.
6, No. 3, pp. 221-252.
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In Cours au Collège de France. www.college-de-france.fr.

M. Huang, R.P. Malhamè and P.E. Caines:
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Model

Set X = Td as the set of states.

The Game is played on the finite time interval [0, T ].

Infinite number of players: initial distribution of players’ state
m0 ∈ P(Td) is given.

Consider a typical player: at every time t ∈ [0, T ] he has a state
xt ∈ X with controlling it by αt :

dxt = αtdt+
√

2σdBt

where Bt is a Brownian motion adapted to some filtration
(Ft)t∈[0,T ]. In stochastic case (σ 6= 0) we suppose αt is adapted to
Ft.
The distribution of states of players at time t is denoted by
mt ∈ P(X).

The case σ = 0(1) is called First(Second) Order MFG.
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The Cost

In infinitesimal time dt each individual agent has to pay
L(αt, xt) + f(xt,mt) as a function of his control, his position and
the congestion of population.

At the end time t = T he has to pay g(xT ,mT ).

J (α, (mt)t∈[0,T ]) =

E
(∫ T

0
(L(xt, αt) + f(xt,mt)) dt+ g(xT ,mT )

)
Best reply to the rest of population:

argminα∈(Ft)t∈[0,T ]
J (α, (mt)t∈[0,T ])
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Hamilton-Jacobi-Bellman Equation

The best responds are characterized by defining the Value
Function which satisfies HJB equation.

Value Function u : [0, T ]× Td → R:

u(s, x) =

inf
xs=x,dxt=αtdt+σdBt

E
(∫ T

s
(L(xt, αt) + f(xt,mt)) dt+ g(xT ,mT )

)
.

HJB Equation:

−∂tu− σ∆u+H(x,∇u) = f(x,mt)

u(x, T ) = g(x,mT )

where H(x, p) = − infq〈p, q〉+ L(x, q).

α(t, x) = −DpH(x,∇u(t, x)) the best reply in feedback form.

The key point is that the agent assumes mt ∈ P(X), t ∈ [0, T ] as
given.
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The Fokker-Planck

If every one choose their best replies:

α(t, x) = −DpH(x,∇u(t, x))

then the distribution evolves by Fokker-Planck (or continuity)
Equation:

∂tm− σ∆m+ div(α(t, x)m) = 0

m(0) = m0.

21 / 70



Belief ⇒ Best Reply ⇒ Reality Occurs

(mB
t )t∈[0,T ] ⇒HJB (αt)t∈[0,T ] ⇒FP (mR

t )t∈[0,T ]
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Mean Field Game Equilibrium

Equilibrium occurs when the belief is exactly the same as what
happens.

Mean Field Game Equilibrium is represented by the solution of the
following coupled equations:

(i) −∂tu− σ∆u+H(x,∇u) = f(x,m(t)) in (0, T )× Rd
(ii) ∂tm− σ∆m− div(mDpH(x,∇u)) = 0 in (0, T )× Rd
(iii) m(0) = m0, u(x, T ) = g(x,m(T )) in Rd
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Theorem (P.L. Lions, J.M. Lasry)

Suppose the following (∗) conditions hold:

m0 has a smooth density.

H ∈ C2(Td × Rd), ∃C > 0 : C−1Id ≤ DppH(x, p) ≤ CId,
〈DxH(x, p), p〉 ≥ −C(1 + ‖p‖2),

f : m→ f(·,m) is Lipchitz from P(Td) to C2(Td),
g : m→ g(·,m) is Lipchitz from P(Td) to C3(Td),
supm∈P(Td) ‖f(·,m)‖C2 + ‖g(·,m)‖C3 < +∞.

Then the there exist (u,m) which satisfy MFG Equilibrium equation in
strong(weak) sense in case σ 6= 0(= 0). In addition, if f, g are
monotone, then the equilibrium is unique.

We call h : Td × P(Td)→ R monotone if for every distinct
m,m′ ∈ P(Td):∫

Td

(
h(x,m)− h(x,m′)

)
d(m−m′)(x) > 0
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Fictitious Play

First introduced by Brown(1951).

Consider a normal game with N players.

For every player i ∈ {1, 2, . . . , N}: Ai is set of his actions and the
corresponding cost is Ci : A→ R where A =

∏N
i=1Ai.

The game is played recursively: x(0) ∈ A is arbitrary,

∀j ∈ N∗,∀i ∈ {1, 2, . . . , N} : xi(j+1) ∈ argminxi∈Ai
Ci(xi, x̄−i(j)),

where x̄k(j) =
∑j

w=1 xk(w)
j .

Question: the accumulation points of the sequence
{x̄(j)}j∈N ⊂ ∆(A) are Nash equilibrium ?

Answer: In general ’No’. But ’Yes’ in case of Potential Games.
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Fictitious Play in Mean Field Game

At every point the agents react the best to their belief and the end of
the day they adjust their belief with the observation.

Suppose m
(i)
t is the distribution at the i−th round at time t.

m̄
(k)
t =

1

k

k∑
i=1

m
(i)
t

How the people react with belief mt = m̄
(k)
t :

J (α, (m̄
(k)
t )t∈[0,T ]) = E

(∫ T

0

(
L(xt, αt) + f(xt, m̄

(k)
t )
)
dt+ g(xT , m̄

(k)
T )

)
−∂tu(k+1) − σ∆u(k+1) +H(x,∇u(k+1)) = f(x, m̄

(k)
t )

α(k+1)(t, x) = −DpH(x,∇u(k+1)(t, x))
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The Fokker-Planck equation tells us how the real distribution evolves.

∂tm
(k+1) − σ∆m(k+1) + div(α(k+1)(t, x)m(k+1)) = 0, m(0) = m0

And the agents adjust their belief by choosing m(k+1) the solution of
precedent Fokker-Planck.
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Fictitious play define by induction the sequence {(uk,mk)}k∈N as
follows: Choose m(0) arbitrary, then for k = 1, 2, . . . :

(i) −∂tu(k+1) − σ∆u(k+1) +H(x,∇u(k+1)) = f(x, m̄(k)(t))

(ii) ∂tm
(k+1) − σ∆m(k+1) − div(m(k+1)DpH(x,∇u(k+1))) = 0

(iii) m(k+1)(0) = m0, u
(k+1)(x, T ) = g(x, m̄(k)(T ))

m̄(k+1) =
1

k + 1

k+1∑
i=1

m(i)

Can we say that we have always convergence ?

Potential Games

How can we define the Potential Mean Field Game ?
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Potential Mean Field Game

We call a Mean Field Game as a Potential Mean Field Game, if
there exist F,G : P(Td)→ R such that:

lim
s→0

F (m+ s(m′ −m))− F (m)

s
=

∫
Td

f(x,m)d(m′ −m)(x)

lim
s→0

G(m+ s(m′ −m))−G(m)

s
=

∫
Td

g(x,m)d(m′ −m)(x)

For example the following quite general case is indeed a Potential
MFG:

f(x,m) =

∫
Td

φ(x, y) dm(y), g(x,m) =

∫
Td

ψ(x, y) dm(y)

if φ, ψ are symmetric.
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Theorem (Cardaliaguet P. , Hadikhanloo S.)

Suppose the conditions (∗) hold. If the MFG is Potential, then every
accumulation point of the precompact sequence {(uk,mk)}k∈N which is
constructed by a Fictitious Play, is indeed an equilibrium. Hence, if the
equilibrium is unique then the later converge to the unique equilibrium.

Because of the existence of regularity conditions in case σ 6= 0, the
proof framework is different for Second and First order MFG.
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Second Order MFG (σ = 1)

Suppose {(u(k),m(k))}k∈N is constructed by a Fictitious Play.
Define for every k ∈ N:

w
(k)
t (x) = m

(k)
t (x)α(k)(t, x) = −m(k)

t (x)DpH(x,∇u(k)(t, x))

For any pair (m,w) ∈ C([0, T ]× Td,R)× C([0, T ],Rd) which
satisfies:

∂tm− σ∆m+ div(w) = 0,

define the potential:
Φ(m,w) =∫ T

0

∫
Td

mt(x)H∗(x,−wt(x)/mt(x))dtdx+

∫ T

0
F (mt)dt+G(mT )

where H∗(x, q) = supp〈q, p〉 −H(x, p).
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One can show that Φ(m̄(k), w̄(k)) is (almost) decreasing i.e. there
exists C > 0 such that:

Φ(m̄(k+1), w̄(k+1))− Φ(m̄(k), w̄(k)) ≤ −ak
k

+
C

k2
,

where ak =
∫ T

0

∫
Td m̄

(k)‖w̄(k)/m̄(k) − w(k)/m(k)‖2 ≥ 0.

Since Φ(m̄(k), w̄(k)), k ∈ N is bounded below we have:∑
k∈N

ak
k
< +∞ ⇒ lim

k→∞

a1 + a2 + · · ·+ ak
k

= 0.

There is C > 0 so that |ak+1 − ak| < C
k which proves:

lim
k→∞

ak = 0⇒ lim
k→∞

w̄(k)/m̄(k) − w(k)/m(k) =PW 0.

Any accumulation point of the precompact set:

k ∈ N, (u(k+1),m(k), m̄(k), w̄(k+1))

is of the form (u,m,m,−mDpH(∇u)) where (u,m) is a MFG
equilibrium.
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First Order MFG (σ = 0)

Let Γ = H1([0, T ], X).

We define θ1, θ2, . . . ∈ P(Γ) inductively as follows.

Set the belief as ηk = 1
k

∑k
i=1 θ

i.

There exist a measurable function Ψ : Td → Γ where

Ψk+1(x) = argminγ∈Γ,γ(0)=xJ (γ, (et]η
k)t∈[0,T ])

where et]η
k is the push-forward measure on Td at time t.

Set the real distribution made by this belief:

θk+1 = Ψk+1]m0.
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For every η ∈ P(Γ) define the potential:

Φ(η) =

∫
Γ

∫ T

0
L(γt, γ̇t) dt dη(γ) +

∫ T

0
F (et]η) dt+G(eT ]η)

One can show that {Φ(ηk)}k∈N is (almost) decreasing:

Φ(ηk+1)− Φ(ηk) ≤ −ak
k

+
C

k2

ak =

∫
Γ
J (γ, ηk) d(ηk − θk+1)(γ)

=

∫
Γ
J (γ, ηk) dηk − inf

θ∈P0(Γ)

∫
Γ
J (γ, ηk) dθ ≥ 0.

There exist C > 0 so that |ak − ak+1| ≤ C
k .

Then ak → 0 which yields our result: for any cluster point
η̄ ∈ P0(Γ): ∫

Γ
J (γ, η̄) dη̄ = inf

θ∈P(Γ),e0]θ=m0

∫
Γ
J (γ, η̄) dθ
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N-Player Fictitious Play: First Order MFG

Consider a symmetric differential game with N player which is
played on [0, T ].

A typical player i ∈ {1, 2, . . . , N} has a position xit ∈ Td for every
t ∈ [0, T ]. Suppose xi0 = Xi

N is given.

He chooses his position xit via control αit as follows:

xi0 = Xi
N , dxit = dαit t ∈ [0, T ].

Denote the empirical distribution of positions at t ∈ [0, T ]:

mt,N =
1

N

N∑
j=1

δ
xjt
.

Then his cost will be:

J (αi, x−i) =

∫ T

0

(
L(αit, x

i
t) + f(xit,mt,N )

)
dt+ g(xiT ,mT,N ).
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Consider a Fictitious Play in First Order MFG with m0 = m0,N .

So we obtain a sequence η1
N , η

2
N , . . .. We can always say that any

cluster point η̄N will satisfy:∫
Γ
J (γ, η̄) dη̄ = inf

θ∈P(Γ),e0]θ=m0,N

∫
Γ
J (γ, η̄) dθ

Here the question is: if N →∞ does the distribution limN→∞ η̄N
exist and if yes then is it equal to MFG equilibrium ?
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Theorem (P. Cardaliaguet , S. Hadikhanloo)

Suppose the conditions (∗) hold and there is a unique First Order MFG
equilibrium. Consider for every N ∈ N the initial points
X1
N , X

2
N , . . . , X

N
N ∈ Td so that:

m0,N → m0, N →∞.

Then for every ε > 0 a Fictitious play of a First Order MFG with
N−players can reach to a ε−neighborhood of equilibrium whenever N
is enough large.
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